Computational study of psychosis symptoms and facial expressions
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ABSTRACT
Nonverbal behavior is an essential part of face-to-face clinical interactions, especially in mental health settings. Facial expressions can reveal information about a person’s emotions, mental state and social intentions, and is routinely used by both patients and their doctors in a variety of ways that can impact healthcare outcomes. In our work we demonstrate how automated tools of facial expression analysis can help in assessing a number of clinical scales that measure severity of psychosis symptoms. We analyze nonverbal behaviors during semi-structured clinical interviews and find interesting results at the whole session level and when looking at individual responses to clinicians questions. We demonstrate the importance of such analysis and highlight a number of behavioral indicators related to various psychosis symptoms.
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INTRODUCTION
Nonverbal behavior plays an important role in human communication [3] and is an essential part of face-to-face clinical interactions, especially in mental health settings. Facial expressions, gaze, body gestures and vocal prosody can reveal information about a person’s emotions, mental state and social intentions, and is routinely used by both patients and their doctors in a variety of ways that ultimately can impact healthcare outcomes [11].

While the medical community is increasingly embracing the important role nonverbal communication plays in clinical settings [11], a major challenge for reliable and effective behavioral and mental health care is the lack of objective markers of illness. Although astute clinicians can capture key nuances in patient behavior and thought process, a mental healthcare system which relies solely on expert human judgment to pick up on key diagnostic and prognostic features of illness is (a) costly, (b) extremely difficult to monitor for efficacy, and (c) leads to idiosyncratic clinician behavior that leads to highly variable clinical outcomes.

The focus of our work is on creating novel methods for examining clinical behavior by identifying behavioral indicators relevant to various symptoms. Application of such novel approaches to the study of psychiatric populations could revolutionize the mental healthcare system, providing a needed method to collect objective behavioral data to aid clinical decision making and prediction of clinical outcomes. Importantly, the goal of this work is not to replace clinicians, but rather to augment their abilities, making practitioners more effective, and to begin to provide much needed evidence to scaffold and help shape clinical practices.

In our work we are especially interested in identifying behavioral indicators relevant to certain symptoms. We do this by analyzing the behavior of a patient during a semi-structured clinical interview. This analysis is done both at the whole session level and by breaking down the session into responses to particular questions asked by the clinician. We refer to the latter method as context based as it looks at behaviors at different contexts/stages of an interview. Our work demonstrates the importance of looking both at behavior overall and during specific contexts when assessing psychosis symptoms. Furthermore, we identify the relative importance of parts of structured interview at assessing symptoms and make a number of observations of interesting behaviors in our dataset.

RELATED WORK
Bedi et al. [6] looked at early psychosis onset detection in high-risk youths. They analysed transcripts of clinical interviews and were successful at predicting later psychosis development based on language coherence from a sample of 34 youths. Our work, on the other hand, looks at a sample already suffering from psychosis and instead looks at nonverbal behaviors as predictors of psychosis symptoms.

Stratou et al.[15] looked at the effects of gender on nonverbal visual behaviors of sufferers of PTSD and depression. However, they only looked at differences between healthy individuals and PTSD sufferers and did not look at the severity of the illness.
A large portion of work looking at predicting mental health scales and symptoms has concentrated on depression analysis. Cohn et al. [7] looked at using facial expressions and acoustic features to detect depression. Alghowinem et al. [2, 1] investigated use of eye and head pose tracking technologies for depression detection and the ability of approaches to generalise across cultures. Finally, work by Girard et al. [10] compared automatic and manual techniques for depression analysis and demonstrated suitability of automatic techniques for various behavioral hypothesis testing.

METHODOLOGY AND EXPERIMENTS

In our work we are interested in studying facial behavior indicators and their predictive power for various clinical scales. We do this by building predictive models using various different indicators and analyzing their predictive power. We are especially interested in context - looking at the behaviors of a patient when they respond to specific questions asked by a clinician or when they are left in the room on their own. This is inspired by similar models that look at behaviors at different times in a structured interview to lead to better predictions [8]. In our work we concentrated on facial expressions such as brow raises, frowns, smiles etc. In the following section we will describe our method for extracting context specific behavior and using them to predict clinical scales.

Question segmentation Using the transcriptions of the interviews, we segmented the frames of each session based on the start and end times of the patient’s utterances of answers to the specific questions that were asked. We also segmented the time the patient spent on their own.

Features To analyze the facial expressions of the patient in the clinical interviews we used the OpenFace toolbox [5]. It contains an implementation of a state-of-the-art facial Action Unit (AU) recognition system [4]. Facial Action Units are based on the Facial Action Coding System (FACS), which identifies visually discernible facial muscle actions and is a common way to describe facial expressions [9]. We used a subset of 20 most reliable AUs recognised by OpenFace. We used OpenFace to extract the AUs from the whole recording session of a patient (the time spent alone in the interview room and during the interview with the clinician). This provided us with AU presence and intensity scores at each video frame of the recording.

AU features were computed independently for each answer segment by computing the mean and standard deviations of intensities of each Action Unit (this lead to 40 a dimensional input feature vector per question). When a certain question was not asked of a participant we used the data from the whole session to fill in the missing values.

Approach For predicting clinical scales we trained a linear kernel Support Vector Regressor (SVR) for each question/context and the whole session. This led to 15 predictors for each clinical scale (alone time, 13 questions, and the whole session).

For determining the C parameter for the SVR models we used leave-one-out validation on the training data (maximizing the Pearson Correlation Coefficient). For testing we used leave-one-subject-out testing, i.e. leaving 17 participants for train-

Figure 1: Example of the recording setup of the clinician and the patient during the semi-structured interview in our dataset.
RESULTS AND DISCUSSION

We compared the predictive power of different types of behavior indicators: whole session, question level (context), and alone time. The results are shown in Figures 3 and 4. The results clearly indicate the different predictive powers of different contexts within the semi-structured interview when considering the cumulative clinical scales.

It is interesting to note that different questions are the most predictive of each of the scales. For example the negative symptoms as identified by PANSS scale (blunted affect, social withdrawal etc.) are best predicted by the question about self-confidence, while the positive symptoms (grandiosity, hyperactivity, delusions etc.) by the question about the patient’s energy.

We would also like to point out some observations of individual AU contributions to the prediction of the clinical scales. We visualized a subset of AUs and their correlations with the clinical scales in Figure 5 and Figure 6.

Our findings of differences in AU5 (eye widening, see Figure 6b) for patients with more severe depression symptoms is in line with work from Alghowinem et al. [2], who found that the average distance between the eyelids was significantly smaller in depressed subjects. Another of our findings that is in line with previous research can be seen in Figure 6a. Stratou et al. [15] also found correspondences between symptoms of depression and the activation of AU4 (brow lowerer).

An interesting observation is that AU12 is negatively correlated with the PANSS Negative summative scale (Figure 6d). AU12 is the pulling of lip corners which is most associated with smiling behavior. The negative symptoms describe a lack or normal function, such as blunted affect and social withdrawal. Also note that Q12 is the most predictive for negative symptom scales.

Figure 6c shows that the mean of the intensities of AU2 (outer brow raiser) it positively correlated with delusions. This could be because subjects with PANSS positive symptoms (delusions, hyperactivity, hallucinations, etc.) are more expressive.

Finally, we note that patients with unusual thought content (a scale in BPRS defined as unusual, odd, strange, or bizarre thought content) are expressive even when not interacting with a clinician and show more brow flashes (AU2) and greater variability in smiles (see Figure 5). Interestingly,
the same nonverbal behaviors were not indicative of unusual thought content in other parts of the interview. These findings indicate the importance of looking at the context of behavior.

CONCLUSIONS
Our experiments show that automatically detected facial Action Units can be used to assess a number of psychosis symptoms from three clinical scales - PANSS, BPRS and MADRS. We demonstrate the importance of analysing the behaviors at question level (with context) when identifying nonverbal behavior indicators.

In the future we will explore fusion mechanisms for integrating reactions to particular questions into one predictive model. We also plan on incorporating language and acoustic features as part of analysis. In addition, we plan to use the video recordings of the clinician to gain a better insight into the nature of the dyadic interaction.
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